**Literature review: Clustering as a Means of Detecting Discrimination**

## **Introduction**

Machine learning continues to become a prominent part of everyday life. It is perhaps as prominent an innovation as the introduction of computers themselves. Both have exponentially improved productivity and enabled significant change. However, these tools are wielded by human hands in systems with pre-existing issues. When these tools were introduced, complete agreement had not been reached on key societal issues, and that remains true to some degree today. However, this effectively meant that the same stance on societal issues, and some of the context from prior to the tool’s inception, are occasionally being implemented with these new tools in this new context (Miller, Peek & Parker 2020). This is true of issues such as racism, socioeconomic stratification, and gender identity or gender discrimination. The behaviour observed to date has been to advance and innovate quickly. In these modern times, with such powerful tools, there is ethical, financial, and political cause to slow down and take time to assess that these tools are being wielded in ways that build the society future generations deserve, and not simply regurgitating the implicit or explicit biases that historic discrimination introduced into key systems.

Historically, in-built discrimination or discriminatory cultures have been identified through audits or tests of system components, analysis of outcomes for specific cohorts, surveys, or complaints (Citro, Dabady & Blank 2004). Tests and audits are worthwhile, but they cannot create a clear picture of the whole system, nor does it necessarily provide an accurate measure of discrimination present in that particular part of the system (Adams et al. 1999; Smith et al. 2015). Many of these ‘modern’ methods rely on self-reporting, but expecting someone to report on their own implicit bias is unrealistic and dangerous. The individual may not be cognisant of the bias and potentially incapable of reporting on it or inclined to present evidence of unfair outcomes in a more aggregable light. A few of the more common tests include:

* Implicit association test (IAT) – asking individuals to categorize words or images into groups associated with gender, race, etc. It measures the strength of automatic pairwise associations (Greenwald et al. 2022; Smith et al. 2015).
* Implicit Relational Assessment Procedure (IRAP) – Similar to the IRAP, only instead of standalone words or pictures it asks the participants to what degree they agree with a particular phrase in a particular context. It measures the relationship between a concept and a group through relational framing, providing context dependent biases .(Smith et al. 2015)
* Go/No-Go Association Task (GNAT) – Similar to the IAT and IRAP. It measures a single category to determine implicit bias in that area(Smith et al. 2015).

These tests though imperfect, hold merit, but they are not mandated and so they will not drive change in organisations that don’t prioritize or accept that injustice is occurring (Kang & Lane 2010; Lugon Arantes 2021). This author has proposed that clustering algorithms may be able to identify these behaviours in historical data and offer themselves as a means of providing some tangible evidence of bias that can incite discussions and ultimately make changes to outdated or failing systems in a way that is logical and non-threatening to unknowing perpetrators. This review will dissect this approach and present a case study candidate.

## **Machine Learning and Discrimination**

Over the course of the last few decades, data scientists have built tools to extract meaning from data. Occasionally these tools have been constructed on bias or false assumptions, enabled biases, or learned a bias over time(van Giffen, Herhausen & Fahse 2022). For example, dating apps rely on algorithms to determine which two people have a high probability of finding chemistry. However, over time the algorithm learns biases from the users and promotes the separation of different groups preventing inclusion and engagement (Bivens & Hoque 2018; Nader 2020; Narr 2021). Another example was presented in the 2020 documentary titled ‘*The Social Dilemma’*, it explained how algorithms can result in polarization as users are provided with content similar to that of which they engaged with strongly prior and effectively solidifies an individual’s world view (McDavid 2020). With growing concern in the scientific community and more broadly in the public domain, efforts continue to strengthen legislated protections (Schäfer & Wiese 2022). With the weight of public opinion and the threat of legislation, it is unsurprising that work has begun to correct inbuilt inequality within algorithms (Schäfer & Wiese 2022). It has been said that many attempts to correct bias occur after an injustice has occurred (Aysolmaz, Iren & Dau 2020). This highlights how the more complex the algorithm becomes, the less transparent its inner workings appear; thus, hindering the capacity for professionals to prevent harm. While the conversation begins to move towards preventing harm from occurring from artificial systems in the first place, the problem persists in the real world where these biases were first presented. These algorithms are tools, and they can be used to help remedy the problem they themselves face. Classification models can help us analyse population treatment, or mistreatment. Clustering models could theoretically be used to find patterns showcasing how different groups receive different treatment and provide information on how the treatment is different.

## **Clustering models**

Clustering models operate on the principle that instances with similar attributes are more alike than those with differing attributes. They can uncover patterns using mathematical techniques to determine groups of similar instances (or clusters) in datasets, presenting a classification technique (Ezugwu et al. 2021). One of the first clustering techniques was hierarchical clustering, a nested clustering approach which uses the distances between instances themselves to determine what cluster they belong to (Nagpal, Jatain & Gaur 2013). Hierarchical clustering has the advantage of providing a dendrogram, a visualization of the nested clusters created throughout the process. Another early clustering model was a k-means clustering algorithm precursor, known then as Lloyd’s algorithm, which was used as a classification tool in biology where an instance’s distance from a given centroid (which can be thought of as a cluster “rally point”) would determine to which cluster a given instance belonged (Bock 2007).

Advancements continued in both hierarchical and non-hierarchical clustering methods as their utility became more apparent and were applied more broadly in other fields. By the 1990s, computing power allowed for larger more complex datasets to be processed in a timely manner to great effect(Lim 2019). During this period, density-based algorithms were conceived and provided a new means of clustering such data, no longer relying on an instance’s position in the ‘dataspace’ in relation to a centroid, but instead finding pockets of density in the dataspace (Nagpal, Jatain & Gaur 2013). Methods like Density-based spatial clustering of applications with noise (DBSCAN) enabled non-uniform cluster shapes to be identified and tolerated noise in ways that simpler models could not (Nagpal, Jatain & Gaur 2013). Other techniques were also introduced such as the expectation-maximization algorithm (EM) which focussed on an instance’s position on each of its features’ distributions and then used probability to assign each instance to a cluster, providing another means of flexibly handling complex datasets(Nagpal, Jatain & Gaur 2013). However, as is common in data science, the more complex the model the less comprehensible the mechanics and interpretable the outcome. Simpler hierarchical models are unsupervised and provide a meaningful dendrogram to explain the outcome and decision process. More complex models may require some understanding of the expected number of clusters and provide little explanation for why an instance belonged to a specific group (Vázquez, Zseby & Zimek 2020; Yang, Jiao & Pan).

Eventually scalability of these models became an issue, particularly with the adoption of the internet and the immense amount of data that came along with it (Drobot 2020). While parallelisation techniques and more sophisticated models were conceived to handle this, they are beyond the scope of this report.

## **An Achievable Target**

Machine learning models extract meaning from data and provide fantastic output provided the data scientist is skilled and uses clean and representative data. It stands to reason that these two requirements, difficult as they may be, will result in the desired utopia. To expand on thses requirements:

1. Requirement 1 – Professionalism

Professional development teaching data scientists specifically that a model’s verification must extend beyond mathematical measures of error and include an examination of its potential to cause harm and its ability to be influenced by external bias.

1. Requirement 2 – Managing Perception

We must consider how we can promote equality to ensure our representative datasets are representing the world we want our models to be predicting in. That is, to build models using datasets that do not have discrimination or injustice represented within them.

Education is always a useful tool, but the more efficient is the latter. If society can rid itself of these biases, the ability for a model to do harm is greatly reduced. This is no simple task, but if machine learning models are creating inequality by detecting inequalities, then it is reasonable to expect they have the capacity to act as indicators of that same bias. In writing this review, there is currently little, if any, literature expressing how a machine learning model could be used as an indicator of bias in this way. However, machine learning could over tools that identify injustice disguised in the fabric of society and it’s systems.

## **A Suggested Technique**

Ridding society of all bias may be unachievable. Much of it is born of fear of the unknown which will always be part of the human condition. However, we have an obligation and a responsibility to ensure all living things are treated with dignity and respect. Many forms of injustice are born of a bias, be it explicit or implicit. With archaic systems, fear of judgement, and conservative tendencies toward the known, it is obvious why so many organizations have not made an intentional effort to seek out and treat the symptoms of bias or indeed cure the system. This author has suggested that clustering algorithms may be able to identify patterns of bias in historic data that encapsulates unmodified and representative behaviours. This would not indicate bias, but it may provide enough evidence (beyond the typical population statistics) to justify an organization tacking action without directly targeting any specific individuals. It may also present other social, financial, or legal arguments that are more persuasive to a governing body. To illustrate the concept, a medical dataset with information regarding diabetic patients will be used to assess the American medical system for bias.

### Context on the American medical system

The American medical system must abide by both federal and state laws and is managed by the US department of Health and Human Services(Béland, Rocco & Waddan 2023). There is no universal healthcare coverage, but it is not uncommon for employers to provide health insurance in exchange for a reduced pay package (Arnold & Whaley 2020). Additionally, seniors or those living below the poverty line receive assistance from Medicare and Medicaid (Hoffman, Klees & Curtis 2000). Many hospitals also rely heavily on religious organizations to provide care(Bai, Yehia & Anderson 2020).

In America, insurance providers negotiate with specific doctors that they have pre-existing relationships with which perhaps creates a less dynamic system, but theoretically benefits patients with reduced expenses. In reality, these patients are typically charged considerably more than a patient in the Medicare or Medicaid public health system (Selden 2020). Barack Obama’s administration created legislation preventing insurers from refusing coverage because of pre-existing conditions, and made it mandatory for all persons without coverage through other means to obtain private health insurance (Béland, Rocco & Waddan 2023). There is assistance available to both find affordable cover and subsidies available to those who need them(Béland, Rocco & Waddan 2023). The government does not provide a cap on procedure costs as other nations with socialized healthcare systems do(Brown 2003).

The American health care system has long been viewed as capitalist system(Caplan 1989). However, consumers often aren’t positioned to look for the best deal when they need the care, which prevents capitalism from obtaining the best service at the best price. The healthcare system brings in considerable profits and holds powerful connections. There is significant resistance when changes are sought to make healthcare more affordable (Chua 2006; Gale 2019). A transition to a single-payer, or socialized, system similar to other nations may sound like a possible solution but this might initially have negative consequences for patients and doctors as they would need to see more patients in the same time period (less time per patient) to earn the same amount, hospitals that are more costly to run may even close, a consequence of running hospitals like a private business(Chua 2006; Emanuel 2008).

This system is also placed within a culture that struggles with racism, misogyny, and religious discrimination to various degrees in various states (Feagin & Bennefield 2014). This impacts the way individual doctors, staff, management, and the system interact and treat patients throughout America. This was made most apparent during the COVID-19 pandemic as reported in a recent Harvard public health video discussing these issues in-depth (Health 2021).

### Specific considerations

It is understood that unwell patients may not approach the medical system due to fear of discrimination or because of the cost (Kannan & Veazie 2014). There are many documented patterns of bias in the American medical system that explain these behaviours (Feagin & Bennefield 2014; Galvan & Payne 2024; Jindal et al. 2023). While devastating, it does provide the perfect context to investigate this technique. For if this pattern can be identified in historic data unrelated to bias specifically and analysed in this context, then perhaps this technique can be applied to other contexts.

To avoid researcher bias, a clustering model will be constructed using features that may contain biased patterns, but not features associated with characteristics of the person, this includes their age, ethnicity, gender, and weight. Once the clusters have been calculated, validated through cross validation, and verified with appropriate metrics, the population statistics of each cluster will be identified and may demonstrate a particular group receiving different treatment. There may be various groups all being treated appropriately but in different manners, resulting in different clusters. SHAP, a technique that compares the relative contribution of a given feature to the output, has been used in similar instances to provide some context about each cluster and instance within (Louhichi et al. 2023). If there is a cluster that is found through post-analysis to have a large proportion of a minority group member within, then it may be evidence of bias. This would usually then require a blind medical board to determine if the treatment holds valid medical value. If the consensus is that it is not an appropriate (or a poorer quality) treatment plan, then the pattern could be used as evidence of bias. Each instance could also be traced back with proper authorization to make amends and give these patients a more appropriate treatment plan.

Many clustering models require a parameter indicating the number of expected clusters. To use such a model, researchers often prioritize hyperparameter tuning and provide various parameter values via a grid-search to uncover the model with the best verification metric value (Louhichi et al. 2023). However, there are clustering models that do not require this parameter, and these may be better suited as there is not a known or expected number of clusters sought (Fahim 2020). Both above modelling strategies will be implemented independently, the exact implementation remains undecided. Datasets may have many patterns hidden within them; it is essential that the right ‘channel’ is being observed through feature selection. To include features that have a poor information load would only introduce noise and result in weaker verification values and have potential result in overfitting(Dash & Liu 2000). To that end the following table indicates features believed to capture the pattern well (*Table 1*).

Table : Features containing information relevant to patterns of bias that may be useful to include in the model building phase.

|  |  |
| --- | --- |
| **Feature** | **Explanation** |
| Admission type | How a patient appears to a hospital potentially indicates a socioeconomic component (Wild et al. 2010). |
| Discharge Disposition | How a patient left the hospital provides information about the care they were able to receive and/or some socioeconomic factors (Spooner et al. 2017). |
| Time in hospital | Indicative of the cost a hospital was willing to incur for a given patient as well as the patient’s ability to afford that care (American Diabetes Association 2018; Kapoor et al. 2011; Niohuru 2023). |
| Medical speciality | Physician speciality is indicative of transfers, or patients receiving incorrect or suboptimal care (Hashem, Chi & Friedman 2003; Singh & Venkataramani 2024). |
| Number of laboratory procedures | This indicates the cost of assets the clinician is prepared to incur or the ability of patients to afford that care. It may indicate complex cases, or the degree of attention, focus, and commitment received from the medical team. |
| Number of non-laboratory procedures | May capture instances when a clinician did not provide a patient with the proper care and/or may be indicative of neglect or a poorly equipped hospital for this condition. |
| Number of medications received | An indication of a patient’s ability to afford medication and/or of the complexity of the case. This may also capture situations where a patient is not being given the best possible care. |
| Times as an inpatient in the last year | An indication of medical complexity, age, overall health, and socioeconomic status (Naik et al. 2024). |
| Number of diagnoses | Indicative of case complexity, the clinician’s attention (particularly in conjunction with the number of procedures, etc), and more generally of system failure (Fraser et al. 2010). |
| Payer code | Indicates how the patient paid for the care (e.g. insurance, Medicare/Medicaid, out-of-pocket, etc.) and has socioeconomic implications (Kapoor et al. 2011). |
| Diabetic medication | Feature specifying if any diabetes medication was prescribed.  This has been included as research has found a discrepancy in racial groups and socioeconomic groups when it comes to receiving preventative care (Piette et al. 2010; Pu & Chewning 2013). |
| Change made to patient’s medication plan | Indicates that a patient had prior medication that was not meeting their health needs, perhaps indicating a history of suboptimal care, worsening condition, more attentive clinicians during the secondary treatment while in hospital, or the treatment simply didn’t work for that individual (Auerbach et al. 2016). |
| Readmission | This indicates if a patient returned to hospital after their initial visit. Perhaps due to negligent or suboptimal care received initially (Auerbach et al. 2016). |

Note: It is understood that these features do not necessarily indicate poor care or neglect, they do however have the capacity to harbour patterns of bias.

Dimension reduction techniques such as principal component analysis (PCA) can obtain components of the data that present the highest variance and assist in removing noise (Louhichi et al. 2023). Though this does risk making the clusters themselves less interpretable as the features are lost while the information remains (Dash & Liu 2000; Maćkiewicz & Ratajczak 1993). This may be practically useful if there is too much noise and complexity in the dataset. The dataset has several other features including the use of specific medications which may hold useful information and strengthen the analysis with a PCA approach.

Another key consideration is the distance metric being used, the way in which instances are considered to relate will have an enormous impact on how they are clustered (Kumar, Chhabra & Kumar 2014). There are many methods for managing mixed data, however they often required additional models to be implemented to give the categorical features numerical values (Ahmad & Khan 2019; Noorbehbahani, Mousavi & Mirzaei 2015). Another alternative is to use a model that can tolerate mixed data by handling categorical and numerical features differently, such as the k-prototype algorithm (Ahmad & Khan 2019). One option that appeals because of its simplicity is Gower’s similarity coefficient this metric can manage mixed datasets. It takes the average of scaled distances variable by variable and gives a value between 0 and 1 (D'Orazio 2021). Though there are complications to using an ‘unweighted’ Gower’s distance (as it treats all data types equally), it handles missing data and doesn’t appear to require one-hot encoding or dummy variables (D'Orazio 2021). As there is no reason to believe one feature should be weighted more than any other to uncover a relevant pattern, the unweighted choice gives all features equal opportunity to present that information. The choice of verification metric is also extremely important as it dictates the weight of any evidence found. There may be difficulty in this analysis as there is much variability (i.e. in how an individual behaves, time of the year, etc.). While it was acknowledged that this may be reduced with PCA, the degree cannot be known ahead of experimentation. It is difficult then to determine how compact clusters may become, however it is obvious that there needs to be an adequate amount of separation between clusters and a measure of their homogeneity in relation to age, ethnicity, gender, and weight in post-analysis in order to be informative. Silhouette scores are often used to verify cluster separation, they work best with spherical clusters (Rousseeuw 1987). This metric has been used to verify cluster separation in similar research when values close to 1 are achieved on a scale of -1 to 1(Shahapure & Nicholas 2020). Comparing the outcome to what other researchers have arbitrary determined to indicate a verified result may not be very meaningful given the degree of variability and the context of the problem are quite different from other obtainable articles.

## Final remarks

Some may argue that this technique is not useful as it does not provide concrete evidence. However, when framed in an ethical light, the value of this research is much clearer. With the goal of protecting human life, improving efficiency, finding mechanisms to reduce cost, and promoting discussion on a contentious but perhaps ignored topic, there is value in the work. With the only costs involved being cheaper than the current alternative techniques (which are also fraught with verification issues), one could argue there is a moral obligation to try. The suggested methodology seeks to comment on potential bias in a way that does not introduce bias to the research itself. It draws on patterns recorded in historical datasets that exist in a system or organisation’s culture. It attempts to offer evidence of bias in a non-accusatory manner that can lead to discussion, and perhaps result in collaborative change.
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